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ABSTRACT. Matrix Schubert varieties [Fulton 92] carry natural actions of Levi groups.
Their coordinate rings are thereby Levi-representations; what is a combinatorial counting
rule for the multiplicities of their irreducibles? When the Levi group is a torus, [Knutson–
Miller ’04] answers the question. We present a general solution, a common refinement of
the multigraded Hilbert series, the Cauchy identity, and the Littlewood-Richardson rule.
Our result applies to any “bicrystalline” algebraic variety; we define these using the op-
erators of [Kashiwara ’95] and of [Danilov–Koshevoi ’05, van Leeuwen ’06]. The proof
introduces a “filtered generalization of the Robinson-Schensted-Knuth correspondence.

1. INTRODUCTION

1.1. Overview. Fix finite-dimensional vector spaces V and W over C; GL = GL(V ) ×
GL(W ) acts naturally on the tensor product V � W , as does the maximal torus T =
T (V )×T (W ). These groups then act on the coordinate ring Sym∗(V �W ) and the Cauchy
identity equates the T-weight space decomposition of this GL-module to its decomposi-
tion into GL-irreducibles. This identity is equivalent to Schur-Weyl duality of irreducible
representations of general linear and symmetric groups, and to the First Fundamental The-
orem of Invariant Theory forGLn (see, e.g., [15]). In symmetric function theory it implies the
existence of a bijection between nonnegative integer matrices and pairs of semistandard
Young tableaux, which is realized by the Robinson-Schensted-Knuth correspondence (RSK).

We propose a two-fold generalization. In one direction, replace GL(V ) with the Levi
subgroups L associated to parabolic subgroups P ⊆ GL(V ). These Levi groups give an
“interpolation” of reductive groups between GL(V ) and T (V ); if P = GL(V ) then L =
GL(V ) and if P = B is a Borel subgroup containing T (V ), then L = T (V ). We replace GL
with L = L(V )× L(W ). The second direction lifts from (multi)linear algebra to algebraic
geometry: replace the affine space V � W with a variety X ⊆ V � W on which L acts
rationally. Hence L acts on the coordinate ring C[X]. In commutative algebra, the T-
character is the (Zm × Zn- multigraded) Hilbert series of C[X]. Writing this Hilbert series in
terms of irreducible characters of L abstractly generalizes the Cauchy identity.

Concretely, we generalize the Cauchy identity by introducing a “filtered” refinement
of RSK. Kashiwara’s crystal operators (see, e.g., [3]) “pull-back” to bicrystal operators on the
set Matm,n(Z≥0) of nonnegative integer matrices, by work of Danilov–Koshevoi [5] and of
van Leeuwen [30]. The Hilbert series of C[X] is the generating series of torus weights for
a basis of standard monomials. Identifying V �W with the space Matm,n of m× n complex
matrices, this basis is encoded by Matm,n(Z≥0). Define X ⊆ Matm,n to be L-bicrystalline if it
is L-stable and its standard monomial basis is closed under the bicrystal operators. Our
main result is that for such X, filtered RSK determines multiplicities of the irreducibles in
the L-module C[X].
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Questions about determinantal varieties motivate this work. The space X = Xk of rank
≤ k matrices in Matm,n appears in invariant theory, representation theory, and algebraic
geometry; see, e.g., [12, 25, 31]. Much has been achieved in understanding them, includ-
ing their Hilbert series. Each Xk is GL-bicrystalline. More generally, our main source of
L-bicrystalline varieties, for various L ⊇ T are X ⊂ Matm,n that are B = Bm × Bn stable,
where Bm ≤ GLm and Bn ≤ GLn are the Borel groups of lower triangular matrices. These
(possibly reducible) B-stable varieties include the matrix Schubert varieties of Fulton [8];
our main results are new even for these cases.

This paper initiates our use of the L-actions on matrix Schubert varieties to attack the
open problem of determining their Betti numbers and minimal free resolutions, extend-
ing the Kempf-Lascoux-Weyman complexes [31]. Much of this homological information is
encoded in the L-irreducible decomposition of their coordinate rings, our focus here. Our
results simultaneously generalize the Cauchy identity, the Littlewood-Richardson rule,
and the Knutson–Miller Hilbert series formula for matrix Schubert varieties [18, 17].

1.2. Filtered RSK. In the language of symmetric polynomials, the Cauchy identity states

(1)
∏

1 ≤ i ≤ m
1 ≤ j ≤ n

1

1− xiyj
=
∑
λ

sλ(x1, . . . , xm)sλ(y1, . . . , yn);

where λ is an integer partition and sλ(t1, . . . , tk) is the Schur polynomial, i.e., the generating
series for semistandard Young tableaux (SSYT) of shape λwith entries in [k] : = {1, 2, . . . , k}:

(2) sλ(t1, . . . , tk) :=
∑
T

k∏
i=1

t#i in T
i .

To prove (1) combinatorially, one defines a map RSK that sends a matrixM ∈ Matm,n(Z≥0)
to a pair of SSYT. This map uses the row word and column word of M .

Definition 1.1. The row word of a matrix M = [mij] ∈ Matm,n(Z≥0), denoted row(M),
records mij copies of the row index i for each entry mij of M . The entries are read along
columns top-to-bottom, left to right. The column word col(M) is formed by recording mij

copies of the column index j for each entry mij of M . The entries are read across the rows
in English reading order.

Example 1.2. If M =

[
0 1
2 3

]
then row(M) = 221222 and col(M) = 211222.

In Section 3 we recall the reading word of a semistandard tableau T , denoted word(T )
(Definition 3.3), the Knuth equivalence relation ∼K on words (Definition 3.5), and the fact
that the Knuth equivalence class of any word contains word(T ) for exactly one semistan-
dard Young tableau T (Theorem 3.6). With these notions, it is convenient to phrase the
traditional RSK correspondence in this manner:

Definition 1.3 (RSK correspondence). Let M ∈ Matm,n(Z≥0), and P and Q be the unique
SSYT with row(M) ∼K word(P ) and col(M) ∼K word(Q). Define RSK(M) = (P |Q).

Although non-obvious from Definition 1.3, RSK gives a bijection between matricesM ∈
Matm,n(Z≥0) and pairs (P |Q) of semistandard tableaux of the same shape λ. Grouping
monomials corresponding to M according to the shape of the tableaux in RSK(M) proves
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the classical Cauchy identity (1). This shape-symmetry of RSK is not assumed, nor even
true, in what follows.

We will generalize the proof of (1) by refining RSK. This refinement uses the filtration of
a word w in [m] for a sequence of nonnegative integers I = {0 = i0 < · · · < ir = m}.

Definition 1.4. The I-filtration of a wordw is the tuple of words filterI(w) = (w(1), . . . , w(r)),
where w(k) is the subword of w consisting of all letters in the interval [ik−1 + 1, ik].

Main definition 1.5 (Filtered RSK). Let M ∈ Matm,n(Z≥0) and fix two integer sequences

(3) I = {0 = i0 < · · · < ir = m} and J = {0 = j0 < · · · < js = n}.

Define filterRSKI|J(M) = (P |Q) := (P (1), . . . , P (r)|Q(1), . . . , Q(s)), where P (a) and Q(b) are the
unique SSYT with P (a) ∼K filterI(row(M))(a) and Q(b) ∼K filterJ(col(M))(b), respectively.

Using row insertion one can algorithmically compute the tableaux appearing in the def-
initions of RSK and filterRSK; see Section 3.

Example 1.6. Let I = {0, 1, 3} = J and let A =

0 2 0
2 1 0
2 0 0

. Then row(M) = 2233112 and

col(M) = 2211211, so

filterI(row(M)) = (11, 22332) and filterJ(col(M)) = (1111, 222).

Now, consider the tuple of tableaux

(P (1), P (2)|Q(1), Q(2)) =

(
1 1 , 2 2 2 3

3

∣∣∣∣ 1 1 1 1 , 2 2 2
)
.

The reading words of these tableaux are (11, 32223|1111, 222). Since 32223 ∼K 22332,
filterRSK(M) = (P (1), P (2)|Q(1), Q(2)).

1.3. The main result. Let GLk = GLk(C) be the general linear group of invertible k × k
matrices. Then GL := GLm × GLn acts on Matm,n by row and column operations, i.e., if
(p, q) ∈ GL and M ∈ Matm,n,

(4) (p, q) ·M = p−1M(q−1)T .

The coordinate ring C[Matm,n] is thus endowed with a GL-module structure: if (p, q) ∈
GL, M ∈ Matm,n, and f ∈ C[Matm,n] then

(5) ((p, q) · f)(M) := f(pMqT ).

If f is a degree-d polynomial then so is (p, q) · f for all (p, q) ∈ GL, so in fact the grade-
d component C[Matm,n]d of C[Matm,n] is a finite-dimensional representation of GL. Any
finite-dimensional representation of GLk is a direct sum of irreducible Weyl modules Vλ,
where λ is a partition with at most k rows, i.e., `(λ) ≤ k. The irreducible representations
of GL are Vλ � Vµ, and there exist cλ|µ ∈ Z≥0 indexed by partition-pairs (λ|µ) such that

(6) C[Matm,n]d ∼=GL

⊕
λ|µ: `(λ)≤m,`(µ)≤n

(Vλ � Vµ)⊕cλ|µ .
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The T-character of C[Matm,n] is the lefthand side of (1). Since the character of Vλ� Vµ is
sλ(x1, . . . , xm)sµ(y1, . . . , yn), it follows that there is an identity of polynomials∏

1 ≤ i ≤ m
1 ≤ j ≤ n

1

1− xiyj
=
∑
λ|µ

cλ|µsλ(x1, . . . , xm)sµ(y1, . . . , yn).

Treating the lefthand side as the generating series for nonnegative matrices, and using
the definition (2) in terms of semistandard Young tableaux, one deduces from RSK that
cλ|µ = 0 unless λ = µ, in which case cλ|λ = 1, in agreement with (1).

We now generalize (1) and the proof just outlined to a type of (possibly reducible)
variety X ⊆ Matm,n. We use reductive groups that “interpolate” between T and GL:

Definition 1.7. Let LI|J = LI × LJ ≤ GL, where LI = GLi1−i0 ×GLi2−i1 × ...×GLir−ir−1 .

By subgroup restriction, each LI|J acts on Matm,n via (4). A variety X ⊂ Matm,n is LI|J-
stable if this action fixes X.

Our technical condition on X concerns a compatibility of Gröbner basis theory with
Kashiwara’s crystal basis theory. Identify C[Matm,n] ∼= C[zij]1≤i≤m, 1≤j≤n := S. Let I =
I(X) be the ideal ofX , hence C[X] ∼= S/I(X). Associated to any term order< on the mono-
mial S is a set of standard monomials Std<(S/I(X)) (taken with coefficient 1) of S. These
monomials form a vector space basis of S/I(X) over C; see Theorem 2.12. We identify
each m ∈ Std<(S/I(X)) with its exponent vector, represented as a matrix in Matm,n(Z≥0).
Thus under RSK, m corresponds to a pair of SSYT (P |Q) of the same shape λ. Kashiwara’s
raising and lowering operators ei, fi on SSYT define a connected crystal graph structure
on the SSYT of shape λ; see Theorem 4.15. Danilov–Koshevoi [5] and van Leeuwen [30]
explain how Kashiwara’s operators “pull-back” to four bicrystal operators erow

i , ecol
j , f

row
i , f col

j

on Matm,n(Z≥0); see Definition 4.24.

Definition 1.8. X ⊆ Matm,n is LI|J-bicrystal closed if there exists a term order < such that
erow
i (m), f row

i (m) ∈ Std<(S/I(X)) ∪ {∅} for m ∈ Std<(S/I(X)), i 6∈ I, and ecol
j (m), f col

j (m) ∈
Std<(S/I(X)) ∪ {∅} for m ∈ Std<(S/I(X)), j 6∈ J.

Definition 1.9. X ⊆ Matm,n is LI|J-bicrystalline if it is LI|J-stable and bicrystal closed.

If X ⊆ Matm,n is LI|J-stable, C[X] is a LI|J-module by (5). Levi groups being reductive,
their representations are completely reducible, that is, their representations are a direct
sum of irreducibles. The irreducible representations of LI|J are indexed by tuples of par-
titions (λ|µ). Their characters are products of split-Schur polynomials sλ(x)sµ(y), where

sλ(x) := sλ(1)(x1, . . . , xi1)sλ(2)(xi1+1, . . . , xi2) · · · sλ(r)(xir−1+1, . . . , xm).

There is a formula for the T-character of C[X], denoted χC[X], using the basis of standard
monomials. If m =

∏
1≤i≤m,1≤j≤n z

aij
ij ∈ Std<(S/I(X)) let

(7) wt(m) =
∏

1≤i≤m,1≤j≤n

(xiyj)
aij .

The righthand side of (8) is the Zm × Zn-multigraded Hilbert series of C[X]. Equality
follows from the general fact identifying Hilbert series with torus characters; see Section 2:

(8) χC[X] =
∑

m∈Std<(S/I(X))

wt(m).
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Definition 1.10. The highest-weight tableau of shape λ with entries from [a, b] is the tableau
Tλ,[a,b] of shape λ taking the constant value a−1+i on each row i. The highest-weight tableau-
tuple (Tλ|Tµ) of shape (λ|µ) has components T (k)

λ := Tλ(k),[ik−1+1,ik]
and T (k)

µ := Tµ(k),[jk−1+1,jk]
.

Main Theorem 1.11 (Generalized Cauchy identity). If X ⊆ Matm,n is LI|J-bicrystalline, as
witnessed by the term order <, let cXλ|µ = #{m ∈ Std<(S/I(X)) : filterRSKI|J(m) = (Tλ|Tµ)}.
Then

(9) χC[X] =
∑
λ,µ

cXλ|µsλ(x)sµ(y).

Example 1.12. For any I|J, X = Matm,n is LI|J-stable, and, trivially, LI|J-bicrystalline. Let-
ting cλ|µ := c

Matm,n
λ|µ , we have

(10)
∏

1 ≤ i ≤ m
1 ≤ j ≤ n

1

1− xiyj
=
∑
λ,µ

cλ|µsλ(x)sµ(y).

Remark 1.13 ((10) and Littlewood-Richardson coefficients). Let I = {0 < t < m} and
J = {0, n}. In this case, (10) becomes∏

1 ≤ i ≤ m
1 ≤ j ≤ n

1

1− xiyj
=
∑
α,β

cλα,βsα(x1, . . . , xt)sβ(xt+1, xt+2, . . . , xm)sλ(y1, . . . , yn),

where cλα,β is the Littlewood-Richardson coefficient (in its coproduct role in the Hopf algebra
of symmetric functions); see Example 7.4. So, Theorem 1.11 is a generalized Littlewood–
Richardson rule. We speculate that many properties of Littlewood-Richardson coeffi-
cients hold, in “good” cases, for cXλ|µ. These include saturation, semigroup, and SNP proper-
ties, by analogy with work of Knutson–Tao [20], Zelevinsky [32], and of Monical, Tokcan
with the third author [24], respectively. Further discussion may appear elsewhere.

1.4. Application to determinantal varieties. Let Bk ⊆ GLk denote the Borel group of
lower triangular matrices, and let B = Bm×Bn ≤ GL. The B-stable varieties X ⊆ Matm,n
are known; they are finite unions of the B-orbit closures of partial permutation matrices.
These B-orbit closures are called matrix Schubert varieties and have been extensively stud-
ied since their introduction by Fulton in [8]. Knutson–Miller ([17], [18]) and Knutson [16]
(see also [19]) describe their standard monomials with respect to appropriate term orders.

We characterize the groups LI|J acting on a given B-stable variety X ⊆ Matm,n and show
they are bicrystalline, so filterRSK computes their LI|J-characters by Theorem 1.11. The
theorem statement below, our second main result, uses notation for partial permutations
and their descents from Section 6.1.

Main Theorem 1.14. Let X be a union of the matrix Schubert varieties defined by partial permu-
tations w(1), w(2), . . . , w(k). Then X is LI|J-stable if the descent positions satisfy Descrow(w(i)) ⊆ I
and Desccol(w(i)) ⊆ J for 1 ≤ i ≤ k. Moreover X is LI|J-bicrystalline.

Theorem 1.14 generalizes the study of GL-stable varieties X ⊂ Matm,n, which are ex-
actly the classical determinantal varieties Xk of rank ≤ k matrices. The T-characters of these
varieties have been long studied (see, e.g., [1, 6, 7, 10, 11, 13]). See Example 7.7.
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Example 1.15. Let X be the space of 4× 4 matrices M such that its northwest 1× 1 matrix
has rank 0 and its northwest 4× 4 submatrix has rank ≤ 3. In the notation of Section 6.1,
this is the matrix Schubert variety Xw where w is the partial permutation 213∞. Now, Xw

is stable under the action of the Levi group LI|J with I = {0, 1, 3, 4} = J: applying row
operations on the first row (respectively, column), the second and third rows (respectively,
columns), and on the fourth and fifth rows (respectively, columns) of a matrix M ∈ X
return matrices in X. Here

I(X) =

〈
z11,

∣∣∣∣∣∣∣∣
z11 z12 z13 z14
z21 z22 z23 z24
z31 z32 z33 z34
z41 z42 z43 z44

∣∣∣∣∣∣∣∣
〉

;

this is an instance of a theorem of Fulton [8], recapitulated as Theorem 6.8. Let < be the
pure lexicographic order obtained by setting zab > zcd if a < c, or a = c and b > d. Under
this term order, the generators of I form a Gröbner basis; this is a case of the Knutson–
Miller Gröbner basis theorem from [17] which is restated here as Theorem 6.10.

Consequently, both

A =


0 0 1 0
0 2 0 0
1 0 0 0
0 0 0 0

 and B =


0 1 0 0
1 0 1 0
0 1 0 0
0 0 0 0


correspond to standard monomials of C[Xw]. Since row(A) = col(A) = 3221 and row(B) =
col(B) = 2132, applying filterRSKI|J to either matrix yields

Tλ|µ =

(
1 , 2 2

3

∣∣∣∣ 1 , 2 2
3

)
.

A and B are the only two such matrices, so cXwλ|µ = 2. Additionally, χC[X213∞] starts as:

s(∅,∅)(x)s(∅,∅)(y) + s(∅, )(x)s(∅, )(y) + s( ,∅)(x)s(∅, )(y) + s(∅, )(x)s( ,∅)(y) + s(∅, )(x)s(∅, )(y)+

s( , )(x)s(∅, )(y)+s(∅, )(x)s(∅, )(y)+s( , )(x)s(∅, )(y)+s( ,∅)(x)s(∅, )(y)+s(∅, )(x)s( , )(y)+

s(∅, )(x)s( , )(y) + s( , )(x)s( , )(y) + s(∅, )(x)s( ,∅)(y) + s
(∅, )(x)s

(∅, )(y) + s( , )(x)s
(∅, )(y)+

s(∅, )(x)s(∅, )(y)+s( , )(x)s(∅, )(y)+s( , )(x)s(∅, )(y)+s( , )(x)s(∅, )(y)+s
(∅, )(x)s( , )(y)+

s(∅, )(x)s( , )(y)+s( , )(x)s( , )(y)+s( , )(x)s( , )(y)+s(∅, )(x)s(∅, )(y)+s( , )(x)s(∅, )(y)+

s( , )(x)s(∅, )(y) + s( ,∅)(x)s(∅, )(y) + s(∅, )(x)s( , )(y) + s( , )(x)s( , )(y)+

s(∅, )(x)s( , )(y) + s( , )(x)s( , )(y) + s( , )(x)s( , )(y) + s(∅, )(x)s( , )(y)+

s(∅, )(x)s( , )(y) + s( , )(x)s( , )(y) + s(∅, )(x)s( ,∅)(y) + s
(∅, )

(x)s
(∅, )

(y)+

s
( , )

(x)s
(∅, )

(y)+s( , )(x)s
(∅, )

(y)+s( , )(x)s
(∅, )

(y)+s
(∅, )

(x)s
( , )

(y)+s( , )(x)s
( , )

(y)+

s(∅, )(x)s(∅, )(y) + s( , )(x)s(∅, )(y) + s( , )(x)s(∅, )(y) + s(∅, )(x)s(∅, )(y)+

s( , )(x)s(∅, )(y) + s( , )(x)s(∅, )(y) + s( , )(x)s(∅, )(y) + s( , )(x)s(∅, )(y)+

s( , )(x)s(∅, )(y) + s
(∅, )

(x)s( , )(y) + s
( , )

(x)s( , )(y) + s(∅, )(x)s( , )(y)+

s(∅, )(x)s( , )(y) + 2s( , )(x)s( , )(y) + · · · .
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1.5. Organization. Section 2 presents algebraic preliminaries. We begin with general
notions about (reductive) linear algebraic groups, their representations and characters,
and the irreducible decomposition problem in the representation ring. Then we discuss
Gröbner basis notions, specifically standard monomials and computation of T-characters.
Finally, we specialize to the setting of this paper, explaining, e.g., why the characters of
irreducible representations of LI|J are the split-Schur polynomials sλ(x)sµ(y).

Section 3 covers the tableau notions we need: semistandard Young tableaux and their
reading words, Knuth equivalence, row insertion, and filterRSK in terms of insertion.

Section 4 discusses Kashiwara’s crystal graphs. Section 4.1 reviews crystal graphs on
words and tableaux, stating and proving some preparatory results. Section 4.2 concerns
the bicrystal structure on matrices found by Danilov–Koshevoi [5] and van Leeuwen [30].
We phrase results in terms of local isomorphisms of pre-crystal graphs.

Section 5 introduces filterings, which combined with the build-up from Sections 3 and 4,
culminates in Theorem 5.9, the “bicrystal categorification” of Theorem 1.11. It generalizes
results of [5, 30]. With this theorem, the Main Theorem 1.11 follows, in view of the ideas
laid out in Section 2.

Section 6 concerns the main case of B-stable varieties. We define matrix Schubert va-
rieties Xw and state basic results drawn from Fulton’s [8]. We then recall the description
of the standard monomials of C[Xw] from Knutson–Miller’s [17] and the extension to ar-
bitrary B-stable varieties from Knutson’s [16]. This allows us to prove Theorem 1.14,
showing that the LI|J-characters of B-stable varieties are computed by filterRSK.

Section 7 offers final remarks. Proposition 7.1 shows that cλ|µ counts lattice points in a
polytope. It allows one to reprove the classical Cauchy identity and formulate a polytopal
Littlewood-Richardson rule. Proposition 7.5 and Remark 7.6 give an extension for any
cXλ|µ. We then rederive the Cauchy-type identity for classical determinantal varieties.

2. BACKGROUND ON REPRESENTATION THEORY AND COMMUTATIVE ALGEBRA

2.1. Reductive groups, maximal tori, and characters. We assume throughout that all
groups G have the structure of an affine variety over the base field C of complex num-
bers. These are the (complex) linear algebraic groups, so called because they are isomorphic
to closed subgroups of GLn [23, Corollary 4.10]. Our primary reference is [23].

Let V be a C-algebra. By a (rational) representation of G we mean a homomorphism

ρ : G→ GL(V )

that is also a morphism of varieties, where GL(V ) is the (linear algebraic) group of invert-
ible linear transformations of V . V is a C[G]-module via the action g · v = ρ(g)v.

A representation V of G is irreducible if it contains no nontrivial G-invariant subspaces.
Irreducible representations of G are finite-dimensional [23, Corollary 4.8]. We call G over
C reductive if any representation of G is a direct sum of irreducible representations.

Example 2.1. Our main examples of linear algebraic groups are the matrix groups GL, LI|J,
and T from the introduction. Additionally, any finite group G may be viewed as a linear
algebraic group by first using Cayley’s theorem to embedG in a symmetric group Sn and
then embedding Sn in GLn as permutation matrices. All of these groups are reductive.
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When G is a reductive group, the representation ring Rep(G) consists of formal Z-linear
combinations of isomorphism classes of finite-dimensional representations, with direct
sums and tensor products of representations as the ring operations. As a Z-module, it has
a basis given by classes of irreducible representations of G. Given a representation V of a
reductive group G, one asks how to express the class of V in Rep(G) in terms of this basis? Let
us call this the “decomposition problem”.

In the case whereG = T is an (algebraic) torus (i.e., T ∼= (C?)k for some k), the irreducible
representations are particularly easy to describe.

Theorem 2.2 ([23, Theorem 12.12]). The irreducible representations of T ∼= (C?)k are one-
dimensional, indexed by integer k-tuples a = (a1, . . . , ak) ∈ Zk. The action of t = (t1, . . . , tk) ∈
T on the irreducible representation Va is given by t · v = ta11 . . . takk v.

Definition 2.3. Let T ∼= (C?)k be a torus. Let V =
⊕

a caVa be a T -representation. The
character of V is

χV =
∑
a

cat
a ∈ Z[[t±1]] = Z[[t±11 , . . . , t±1k ]].

Assume for the moment that V is a finite-dimensional T -representation via the action
ρ : T → GL(V ), so χV ∈ Z[t±1] is a Laurent polynomial. The T -action on V defines
a multigrading on V : an element v ∈ V is T -homogeneous of multidegree a if span(v) is
isomorphic to Va as a T -representation. The weight of v is then the monomial wtT (v) =
ta ∈ Z[t±1]. In later sections we will work with the equivalent combinatorial weight of v,
which is the k-tuple cwtT (v) = a ∈ Zk. By Theorem 2.2 and the fact that T is reductive,
V must have a T -homogeneous basis B (meaning each v ∈ B is T -homogeneous). Then
the elements of B form a full basis of eigenvectors for every matrix ρ(t) (t ∈ T ) and the
eigenvalues of ρ(t) are the weights ta. The character χV is thus concretely realized as the
function mapping t to the sum of the eigenvalues of ρ(t). That is, we have the formula

(11) χV = Trace(ρ(t)) ∈ Z[t±1].

Theorem 2.2 helps to understand the decomposition problem for other connected re-
ductive groups G since any such group contains a nontrivial algebraic torus ([23, Theo-
rem 16.60]). A split reductive group is a pair (G, T ) of a connected reductive group G and
a maximal torus T in G. The maximal tori in G are all conjugate to one another, so the
particular choice of T matters little ([23, Theorem 17.10, 21.43]).

When (G, T ) is split reductive, any G-representation is also a T -representation, and
taking characters then defines a ring homomorphism

(12) ch : Rep(G)→ Z[t±1].

If G = T , ch is an isomorphism: Rep(T )∼=Z[t±1]. In general, the image of ch is determined
by the Weyl group W of G, which is NG(T )/T where NG(T ) is the normalizer of T in G.

Theorem 2.4 ([23, Theorem 22.38]). If (G, T ) is a split reductive group, then the character map
ch of (12) is an isomorphism onto the subring Z[t±1]W ofW -invariant T -characters. In particular,
the characters of irreducible G-representations Vλ form a Z-module basis for Z[t±1]W ∼= Rep(G).

Definition 2.5. Let (G, T ) be a split reductive group with Weyl group W . The character of
a G-representation V is defined to be its character χV ∈ Z[t±1] as a T -representation.
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In principle, Theorem 2.4 solves the decomposition problem for G, albeit in a manner
that does not combinatorially exhibit the positivity of the coefficients. Given a represen-
tation V of G, first compute its character χV ∈ Z[t±1]. By Theorem 2.4, χV in fact lies in
Z[t±1]W ∼= Rep(G) and there is a unique expression χV =

∑
λ cλχVλ (where the sum is over

irreducible representations of G). Hence,

[V ] =
∑
λ

cλ[Vλ] ∈ Rep(G),

or equivalently, V ∼=G

⊕
λ V
⊕cλ
λ . Determination of χV ∈ Z[t±1] may be difficult in general.

However, standard combinatorial commutative algebra will provide the method in the
context of this paper, as summarized in Proposition 2.17.

We need the irreducible representations for a product of split reductive groups in terms
of the irreducible representations of the factors.

Definition 2.6. Let V and V ′ be representations of linear algebraic groups G and G′. The
(exterior) tensor product representation V � V ′ of G×G′ is the tensor product of V and V ′ as
vector spaces with the action (g, g′) · (v ⊗ v′) = (g · v)⊗ (g′ · v′).

The following type of statement is standard. See [28, Lemma 68] for a more general
statement than the second sentence (it assumes an algebraically closed field, which is our
case). The compact Lie group case is textbook, and sufficient for our application, since for
general linear groups one reduces to compact case of Un by Weyl’s unitarian trick.

Proposition 2.7. If (G, T ) and (G′, T ′) are split reductive groups, then (G×G′, T × T ′) is also
split reductive. The irreducible representations of G × G′ are exactly tensor products Vλ � Vµ of
irreducible representations of the factors.

In our application, V =
⊕

i≥0 Vi is a graded, infinite-dimensional vector space where
each graded component Vi is a finite-dimensional representation of G. Hence, our anal-
ysis occurs in the completion R̂ep(G) of Rep(G). This allows for infinite linear combina-
tions of isomorphism classes of representations. This causes no difficulty as computing
this class in R̂ep(G) may be interpreted as solving a Z≥0-indexed set of finite-dimensional
decomposition problems, one for each Vi. (In the case G = T , R̂ep(G) ∼= Z[[t±11 , . . . , t±1k ]].)

2.2. Representations from affine varieties. Our G-modules of interest come as coordi-
nate rings of algebraic varieties. We now review the basics.

Definition 2.8. LetG be a linear algebraic group. AG-variety X is a variety equipped with
a rational action of G.

Example 2.9. The space Matm,n is a GL-variety under the usual multiplication action. By
restriction Matm,n is also a LI|J-variety and a T-variety. Any linear algebraic group G,
being an affine variety, is also aG-variety under the multiplication or conjugation actions.

While a G-variety X is usually not a representation of G because it has no vector space
structure, the coordinate ring C[X] is a G-representation via the action

(13) g · f(x) := f(g−1 · x), for g ∈ G, x ∈ X, f ∈ C[X].

If G is reductive and X is a G-variety, then C[X] decomposes into a direct sum of irre-
ducible G-representations. When (G, T ) is a split reductive group, the T -action on C[X]
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defines a multigrading, and the G-character (i.e., the T -character) is exactly the multi-
graded Hilbert series of X in the sense of [22]. Section 2.1 suggests how to compute the
decomposition of C[X] into G-irreducibles. To proceed, we introduce coordinates on X in
order to give an explicit T -homogenous basis on C[X] and compute the T -character χC[X].

Let X be an affine variety, realized in coordinates as a closed subset of CN for some
N . Then the coordinate ring C[X] is realized as the quotient ring S/I(X), where S :=
C[z1, . . . , zN ] and I(X) is the defining ideal of X. As a vector space, S has an infinite basis
given by all monomials in the variables z1, . . . , zN . The images of these monomials under
the quotient map q : S → S/I(X) then generate C[X] as a vector space, but they are
generally not a basis: the relations in the quotient impose linear dependencies between
some of the monomials. Gröbner bases allow one to cut down this generating set to a vector
space basis for S/I(X); we recall the basic definitions with [4] as our reference.

Definition 2.10. Let I ⊆ S = C[z1, . . . , zN ] be an ideal, and let < be a term order. The initial
ideal of I with respect to< is the monomial ideal init<(I) := 〈LT<(f)|f ∈ I〉, where LT<(f)
denotes the lead term of f under the term order <.

Definition 2.11. Let I ⊆ S be an ideal and < a term order as above. The set of standard
monomials for S/I with respect to < is the set Std<(S/I) of all monomials not in init<(I),
taken with coefficient 1.

Theorem 2.12 ([4, Section 2.2]). Fix a term order <. Std<(S/I) is a vector space basis for S/I .

Definition 2.13. A Gröbner basis for I ⊆ S is a finite set {fi}ki=1 ⊆ I such that init<(I) =
〈LT(fi)|1 ≤ i ≤ k〉.
Theorem 2.14 (Buchberger’s Algorithm, [4, Section 1.3]). Any generating set of an ideal
I ⊆ S can be extended to a Gröbner basis via a finite algorithm.

Thus, a vector space basis for S/I is obtained by taking generators for I , extending
them to a Gröbner basis with respect to some term order <, and describing Std<(S/I) as
those monomials not divisible by the lead term of any element of the Gröbner basis.

Definition 2.15. The natural torus on CN is T = (C?)N , with the action (C?)N × CN →
CN given by scaling each component. The fine multigrading on S = C[z1, . . . , zN ] is the
multigrading induced by the natural torus action.

The monomials of C[z1, . . . , zN ] are all homogeneous with respect to the natural torus
action of (C?)N on CN . The next definition gives sufficient conditions for the standard
monomials of a T -variety X to be T -homogeneous.

Definition 2.16. Let T ∼= (C?)k be a torus and let X be a T -variety. An embedding ι : X→
CN is T -compatible if there is an algebraic group homomorphism ι′ : T → (C?)N such that
the T -action on X is given by the natural torus action on CN , restricted to the image of ι′.

In summary, for split reductive groups (G, T ) we have the following method for de-
composing representations arising from affine G-varieties:

Proposition 2.17. Let (G, T ) be a split reductive group. Let X be aG-variety with a T -compatible
embedding such that C[X] ∼= S/I(X). Express the sum of the T -weights of the elements of
Std<(S/I(X)) as a linear combination

∑
λ cλχVλ of irreducible G-characters. Then

C[X] ∼=
⊕
λ

V ⊕cλλ .
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Proof. Theorem 2.12 states that Std<(S/I(X)) forms a basis for S/I(X) ∼= C[X]. The T -
compatible hypothesis says that each of these basis elements is T -homogeneous. Thus
we obtain the T -weight space decomposition of C[X] ∼= S/I(X) as guaranteed by The-
orem 2.2. The expression indicated in the second sentence of the statement is then the
T -character of C[X] ∼= S/I(X) in the sense of Definition 2.5. Now apply Theorem 2.4 (and
the discussion immediately after Definition 2.5). �

2.3. The general linear group and its Levi groups. We now specialize to the setting of
this paper. All varieties considered are T -stable subvarieties of Matm,n ∼= Cmn, with T a
subtorus of the natural torus (C?)mn. The groups LI|J used are products of general linear
groups, so we begin by describing their representation theory more explicitly.

The (complex) general linear groupGLk is reductive, and the group Tk ⊆ GLk of invert-
ible diagonal matrices is a maximal torus. The associated Weyl group is the symmetric
group Sk, so by Theorem 2.4 the space of polynomial GLk-characters is isomorphic to the
ring of symmetric polynomials Λ[t1, . . . , tk] := Z[t1, . . . , tk]

Sk , with a Z-module basis given
by the characters of irreducible GLk-representations.

Theorem 2.18 ([9, Theorem 8.2.2]). The irreducible polynomial representations of GLk are the
Weyl modules Vλ indexed by partitions λ with at most k rows. The character of Vλ is the Schur
polynomial sλ(t1, . . . , tk) previously defined in (2).

First, suppose that V is a finite-dimensional GLk-representation, realized through a
homomorphism ρ : GLk → GL(V ). Since GLk is reductive, it follows that V =

⊕
λ V

cλ
λ for

some nonnegative integers cλ. We concretely compute the coefficients cλ by expressing
the character χV (t) = Trace(ρ(t)) as

∑
λ cλsλ(t) in the basis of Schur polynomials.

Example 2.19. Let V = Sym2(C2) be the C-vector subspace of C[x, y] spanned by {x2, 2xy, y2}.
GL2(C) acts on V by x 7→ (ax+ cy), y 7→ (bx+ dy). This induces a change of basis

x2 7→ (ax+ cy)2, 2xy 7→ 2(ax+ cy)(bx+ dy), y2 7→ (bx+ dy)2.

After identifying V ∼= C3, we can express the C[GL2(C)]-module V as a linear representa-
tion, by sending a generic 2× 2 matrix to the change of basis matrix:

ρ : GL2(C)→ GL3(C)[
a b
c d

]
7→

a2 2ab b2

ac bc+ ad bd
c2 2cd d2

 .
Hence, ρ

([
t1 0
0 t2

])
=

[
t21 0 0
0 t1t2 0
0 0 t22

]
and, by (11), χV = t21 + t1t2 + t22 = s (t1, t2). Thus V is

isomorphic to the Weyl module V .

By Proposition 2.7, the representation theory of GLk encapsulated in Theorem 2.18 ex-
tends immediately to characterize the irreducible representations of products GLk ×GLl.
They are tensor products Vλ � Vµ of Weyl modules, with characters given by the corre-
sponding products sλ(t1, . . . , tk)sµ(t′1 . . . , t

′
l) of Schur polynomials. The following example

realizes this construction explicitly using the Kronecker product of matrices.

Example 2.20. Consider the GL2×GL2 action on Sym2(C2)�Sym2(C2). A basis consists of:

x2⊗ x2, x2⊗ (2xy), x2⊗ y2, (2xy)⊗ x2, (2xy)⊗ (2xy), (2xy)⊗ y2, y2⊗ x2, y2⊗ (2xy), y2⊗ y2.
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Suppose a generic element of GL2 ×GL2 is (g, h) = ([ a bc d ] , [ q rs t ]). Then, the action induces
a change of basis, e.g., x2 ⊗ y2 7→ (ax+ cy)2 ⊗ (rx+ ty)2. The change of basis matrix is

[
a2 2ab b2

ac bc+ad bd
c2 2cd d2

]
⊗
[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
:=


a2
[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
2ab

[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
b2
[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
ac

[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
(bc+ ad)

[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
bd

[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
c2
[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
2cd

[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]
d2
[
q2 2qr r2

qs rs+qt rt
s2 2st t2

]

 .
That is, the homomorphism describing this representation is

θ

([
a b
c d

]
,

[
q r
s t

])
=

a2 2ab b2

ac bc+ ad bd
c2 2cd d2

⊗
q2 2qr r2

qs rs+ qt rt
s2 2st t2


The character of this representation is Trace

(
θ
([

t1 0
0 t2

]
,
[
t′1 0

0 t′2

]))
, and the reader can check

this indeed equals χρ(t1, t2)χρ(t′1, t′2).

TheGLk representations we consider are constructed from the following basic example.
Consider Ck as an affine space. Viewing an element v ∈ Ck as a column vector, we realize
Ck as a GLk-variety via the right action v · g = g−1v. If X ⊆ Ck is a subvariety stable
under this action, the formula (13) then gives a left GLk action on the coordinate ring
C[X] ∼= S/I(X), where S = C[z1, . . . , zk]. The torus Tk ⊆ GLk of invertible diagonal
matrices is precisely the natural torus acting on Ck from Definition 2.15, so the Tk-weight
of each monomial m is obtained by making the substitutions zi 7→ ti for all 1 ≤ i ≤ k.
By Proposition 2.17, we may compute the decomposition of C[X] into irreducible GLk-
representations by identifying the constants cXλ such that

(14)
∑

m∈Std<(S/I(X))

wtTk(m) =
∑
λ

cXλsλ(t).

Since V = C[X] is generally infinite-dimensional, the expression (14) technically lives
in the completion ̂Λ[t1, . . . , tk] ∼= ̂Rep(GLk) of the ring of symmetric polynomials, which
allows infinite linear combinations of Schur polynomials (see, e.g., [27, pg. 291]). This
causes no concern since V =

⊕
i≥0 Vi is a standard graded ring where each Vi is a finite-

dimensional GLk-module. All copies of the Weyl module Vλ in V must lie in the graded
component V|λ|, so all coefficients in (14) are finite.

Letting I = {0 = i0 < · · · < ir = k}, the subgroup LI = GLi1−i0 × · · · × GLir−ir−1

of k × k invertible block-diagonal matrices also acts on Ck by restriction. If X is stable
under this restricted action, then C[X] decomposes into a sum of split-Weyl modules Vλ :=
Vλ(1) � · · ·�Vλ(r) , where each λ(a) is a partition with at most ia− ia−1 rows. The character of
Vλ is the split-Schur polynomial sλ(t) from the introduction (cf. [14, Definition 4.3]). The
group Tk is also a maximal torus for LI, so by Proposition 2.17 again we decompose C[X]
into irreducible LI-representations by identifying constants cXλ such that

(15)
∑

m∈Std<(S/I(X))

wtTk(m) =
∑
λ

cXλsλ(t).

As with (14), (15) lives in R̂ep(LI) ∼= ̂Λ[t1, . . . , ti1 ] � · · ·� ̂Λ[tir−1+1, . . . , tir ].
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Now, the GLm-action on Cm and GLn-action on Cn combine to give the GL := GLm ×
GLn-action (v ⊗ w) · (p, q) = (v · p) ⊗ (w · q) on Cm � Cn. Identifying Cm � Cn with the
matrix space Matm,n, this is the action (4) seen in the introduction. This action restricts
to a LI|J := LI × LJ-action for any indexing sets I = {0 = i0 < · · · < ir = m} and
J = {0 < j0 < · · · < js = n}. If X ⊆ Matm,n is a subvariety stable under this LI|J action,
then applying (13) gives us the left LI|J-action (5) on the coordinate ring C[X] ∼= S/I(X),
where S = C[z11, . . . , zmn]. The maximal torus T = Tm × Tn in LI|J is a subtorus of the
natural torus acting on Matm,n ∼= Cmn: the T-weight of a monomial m ∈ S is obtained
by making the substitutions zij 7→ xiyj for each variable. Applying Proposition 2.17 one
more time, we see that the decomposition of C[X] into irreducible LI|J-representations is
computed by identifying constants cXλ|µ such that∑

m∈Std<(S/I(X))

wtT(m) =
∑
λ|µ

cXλ|µsλ(x)sµ(y) ∈ ̂Rep(LI|J),

where wtT is the same thing as wt from (7) and

̂Rep(LI|J) ∼=
(

̂Λ[x1, . . . , ti1 ] � · · ·� ̂Λ[xir−1+1, . . . , xir ]
)
�
(

̂Λ[y1, . . . , yi1 ] � · · ·� ̂Λ[yis−1+1, . . . , yis ]
)
.

3. TABLEAUX

We review some standard notions from tableau combinatorics, with [9] as our primary
reference. Let λ be an integer partition, which we identify with its Young diagram.

Definition 3.1. A semistandard Young tableau T of shape λ = shape(T ) is a filling of the cells
of λ with positive integer entries such that the entries increase weakly along rows from
left to right, and the entries increase strictly along columns from top to bottom.

Example 3.2. The partition λ = (4, 2, 2) has Young diagram . One semistandard

tableau of shape λ is T = 1 1 2 3
3 3
4 5

.

Let SSYT(λ, [a, b]) be the set of semistandard Young tableaux of shape λ where the en-
tries come from the interval [a, b]. Let

SSYT(λ) := SSYT(λ, [1,∞)) and SSYT :=
⋃
λ

SSYT(λ).

Definition 3.3. The (column) reading word of a tableau T , word(T ), reads the entries of each
column bottom-to-top, starting from the leftmost column and proceeding rightward.

Example 3.4. If T = 1 2 2 3
2 4
3 5

then word(T ) = 32154223.

If we know that w = word(T ) for some tableau T , we can reconstruct T from w: the
strictly decreasing sequences in w are exactly the columns of T , read from bottom to top.
However, many words cannot be realized as word(T ) for any T . We now recall the notion
of Knuth equivalence, which relates any word to the reading word of a unique tableau.
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Definition 3.5. Let x, y, z ∈ N be letters. The elementary Knuth moves are

(16) yzx↔ yxz (x < y ≤ z)

and

(17) zxy ↔ xzy (x ≤ y < z).

Two words w and w′ are Knuth equivalent, denoted w ∼K w′, if they are connected by a
sequence of elementary Knuth moves.

Theorem 3.6. For every word w, there is a unique T ∈ SSYT such that w ∼K word(T ).

There are various algorithms for constructing the tableau T such that w ∼K word(T ).
We employ the following row insertion algorithm.

Definition 3.7. The row insertion of x into T ∈ SSYT is a tableau denoted T ← x. If no
element of the first row of T is strictly greater than x, then x is appended to the end of
that row. Otherwise, let y be the first element in the first row of T such that x < y. Replace
y with x and insert y into the second row of T using the same procedure. This process
eventually terminates, producing T ← x.

Example 3.8. Let T = 1 2 2 3
2 5
4

and let x = 1. Inserting 1 into the first row of T bumps out

a 2, yielding T1 = 1 1 2 3
2 5
4

. Reinserting the displaced 2 into the second row bumps out

the 5 to give T2 = 1 1 2 3
2 2
4

. Reinserting this 5 in the third row gives (T ← x) = 1 1 2 3
2 2
4 5

.

Definition 3.9. The insertion tableau of a word w = w1w2 . . . wN is the tableau

tab(w) := (((∅ ← w1)← w2)← · · · ← wN).

Theorem 3.10. Any word w satisfies w ∼K word(tab(w)).

Corollary 3.11. w ∼K w′ if and only if tab(w) = tab(w′)

Proof. This is immediate from combining Theorems 3.6 and 3.10. �

Example 3.12. Theorem 3.10 makes sense when the elementary Knuth transformations are
interpreted via row insertion. Let w = yzx and w′ = yxz with x < y ≤ z, so w ∼K w′

via one use of (16). Direct computation shows that tab(w) = x z
y

= tab(w′). Similarly, if

v = zxy and v′ = xzy with x ≤ y < z, then tab(v) = x y
z

= tab(v′).

Definition 1.1 identifies a M ∈ Matm,n(Z≥0) with the pair (row(M)|col(M)). Combining
this identification with the insertion algorithm yields:

Definition 3.13. The RSK map sends M ∈ Matm,n(Z≥0) to a pair of semistandard Young
tableaux as follows: RSK(M) = (tab(row(M))|tab(col(M))).

Theorem 3.14 (RSK Correspondence). The map RSK defines a bijection between Matm,n(Z≥0)
and tableau-pairs (P |Q) of the same shape λ.
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Remark 3.15. In standard references such as [9], the map RSK is given by setting P =
tab(col(M)) and definingQ to be a recording tableau that keeps track of information needed
to reverse the insertion algorithm. The difficult part of the proof is showing that with
these conventions we in fact have Q = tab(row(M)); this result is sometimes called the
“symmetry theorem” [9, Section 4.1]. Instead, we prefer to see Theorem 3.14 as a conse-
quence of more general results about crystal graphs; see Example 7.3.

Definition 3.16. Let w be a word with I-filtration filterI(w) = (w(1), . . . w(r)). Then the
I-filtered insertion tableau-tuple of w is

tabI(w) = (tab(w(1)), tab(w(2)), . . . , tab(w(r))).

In view of Definition 3.9, we obtain an algorithmic form of filterRSK:

Proposition 3.17. Given I and J as in (3) and M ∈ Matm,n(Z≥0)
filterRSKI|J(M) = (tabI(row(M)), tabJ(col(M))).

Proof. Immediate from Main Definition 1.5 and Theorem 3.10. �

4. CRYSTALS AND BICRYSTALS

To prove Theorem 1.11, we need a tool from Kashiwara’s theory of crystal bases, that
is, special types of graphs called crystal graphs. We only need specific examples of crystal
graphs and do not present the generalities. We refer to [26, 21, 3]. We begin by laying out
just enough general notions for our needs.

Definition 4.1. A pre-crystal graph G is a simple, directed graph with countably many
labelled vertices and edges. The label of each vertex v has an associated weight, an ordered
tuple of nonnegative integers denoted cwtG(v) ∈ Zr≥0, for some fixed r ∈ Z≥0.

Definition 4.2. A pre-crystal graph homomorphism f : G → H is a weight-preserving set
map between the vertex sets (so cwtG(v) = cwtH(f(v)) for all vertices v ∈ G) that also
preserves adjacency and edge labels. In other words, if v i−→ v′ in G then we must have
f(v)

i−→ f(v′) in H. Furthermore, f is a pre-crystal graph isomorphism if it is invertible and
f−1 : H → G is also a pre-crystal graph homomorphism.

Definition 4.3. The direct sum G ⊕H of two pre-crystal graphs is their disjoint union.

Definition 4.4. The Cartesian product G2H of two pre-crystal graphs has vertex set {(g, h)|g ∈
G, h ∈ H}, with cwtG2H((g, h)) = (cwtG(g), cwtH(h)). The edge-labels of G2H come from

the disjoint union of the edge-labelling sets of G and H. There is an edge (g, h)
iG−→ (g′, h′)

if g i−→ g′ and h = h′, and there is an edge (g, h)
jH−→ (g′, h′) if g = g′ and h

j−→ h′.

Definition 4.5. A pre-crystal graph G is connected if there exists an undirected path be-
tween any two vertices of G (i.e., its underlying graph is connected).

Most pre-crystal graph homomorphisms we discuss will be of the following type:

Definition 4.6. A pre-crystal graph homomorphism f : G → H is a local isomorphism if its
restriction f |C to any connected component C of G is an isomorphism onto a connected
component C ′ ofH.
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FIGURE 1. The connected components ofW3 containing 211 and 121

Lemma 4.7.

(I) If f : G → H is a local isomorphism then G ∼=
⊕
C C⊕mC , where the sum is over connected

components ofH andmC is the number of connected components of G mapped onto C by f .
(II) A composition of local isomorphisms is a local isomorphism.

(III) If f : G → H and f ′ : G ′ → H′ are local isomorphisms, then the product map (f2f ′) :
G2H → G ′2H′ defined on vertices by (v, v′) 7→ (f(v), f ′(v′)) is a local isomorphism.

Proof. (I) and (II) are immediate. (III) follows since connected components of G2H are of
the form G ′2H′ where G ′ andH′ are connected components of G andH, respectively. �

4.1. Crystals of words and tableaux. Next, we define crystal graphs with vertices la-
belled by words. Let w = w1w2 . . . wN be a word on the alphabet [n] and fix i ∈ [n− 1].

Definition 4.8. The ith bracket operator bracketi associates a word on the alphabet {(, )} to w
by recording a “)” for each i and a “(” for each i+ 1 (maintaining the order of the letters).

Definition 4.9. Let we = i + 1 and wf = i be the letters of w associated to the leftmost
unmatched “(” and rightmost unmatched “)” of bracketi(w) respectively. The crystal rais-
ing operator ei sends w to the word obtained by changing we to i. Analogously, the crystal
lowering operator fi sends w to the word obtained by changing wf to i+1. If no such letters
we or wf exist, the operators output the special symbol ∅.

Definition 4.10. The word crystal graph W[a,b] has vertices labelled by words w on the al-
phabet [a, b]. The weight cwtW[a,b]

(w) of a vertex w is (ya, ya+1, . . . , yb) where yj is the num-

ber of j’s appearing in w. There is an edge w i−→ v if and only if v = fi(w). In the case
where [a, b] = [1, n] we use the abbreviated notationWn :=W[1,n].

Example 4.11. Figure 1 shows the connected components of W3 containing 211 and 121.
Each vertex is labelled by a word w, with bracket1(w) written above it and bracket2(w)
below. We highlight the rightmost unmatched “)” in bracket1(w) using red (if it exists)
and the rightmost unmatched “)” in bracket2(w) in blue. If f1(w) = v, we draw a red edge
directed from w to v, and when f2(w) = v we draw a blue edge directed from w to v. For
clarity, we label the edges of the crystal graphs with “fi” rather than “i”.

This lemma is well-known; we include a proof for convenience.
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FIGURE 2. Bλ,3 for λ = (2, 1)

Lemma 4.12. The crystal operators ei and fi are inverses whenever their outputs are not ∅.

Proof. Removing all matched parentheses from bracketi(w) produces a string of the form
) . . . )(. . . (. This shows that the rightmost unmatched “)” in bracketi(w) is in the same po-
sition as the leftmost unmatched “(” in bracketi(fi(w)) whenever fi(w) 6= ∅. Similarly, the
leftmost unmatched “(” in bracketi(w) is in the same position as the rightmost unmatched
“)” in bracketi(ei(w)) whenever ei(w) 6= ∅. �

Definition 4.13. The tableau crystal graph Bλ,[a,b] is the induced subgraph of Wn on the
vertices {word(T ) : T ∈ SSYT(λ, [a, b])}. We often use the abbreviation Bλ,n := Bλ,[1,n].

We will typically refer to vertices of Bλ,[a,b] by tableaux rather than their reading words.

Definition 4.14. A word w ∈ W[a,b] has highest weight if ei(w) = ∅ for all i. Equivalently,
w has highest weight if the vertex it labels inW[a,b] is a source.

Theorem 4.15 ([26, Proposition 2.44]). The graph Bλ,[a,b] is the connected component of Tλ,[a,b]
(Definition 1.10) inW[a,b]. This vertex is the unique source in Bλ,[a,b].
Example 4.16. Figure 2 displays Bλ,3 for λ = (2, 1), which is the connected component of
W3 containing 211 from Example 4.11 by Theorem 4.15.

Globally,W[a,b] consists of copies of Bλ,[a,b] for various λ. The precise statement is Propo-
sition 4.19, which we prove using two lemmas.

Lemma 4.17 (“coplactic” property of fi and ei, [3, Theorem 8.4]). Fix two words w and w′ on
[a, b] such that w ∼K w′ and fix i. Then fi(w) ∼K fi(w

′) and ei(w) ∼K ei(w
′) (by convention,

∅ ∼K ∅). If fi(w), fi(w
′) 6= ∅ (resp. ei(w), ei(w

′) 6= ∅), then the converse holds.

The following is also well-known. One reference is [21, Section 4]:

Lemma 4.18. If w ∼K w′, then w and w′ do not lie in the same connected component ofW[a,b],
unless w = w′.

Proposition 4.19. The map
tab :W[a,b] →

⊕
λ

Bλ,[a,b],

defined on vertices by w 7→ tab(w), is a local isomorphism.
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Proof. (tab is a pre-crystal graph homomorphism): By definition, tab is weight-preserving. It
remains to check adjacency is preserved under tab. Suppose fi(w) = w↓, so w i−→ w↓ is
an edge in W[a,b]. By Theorem 3.10, w ∼K word(tab(w)) and w↓ ∼K word(tab(w↓)). Hence
by Lemma 4.17 and Theorem 4.15 combined,

(18) fi(word(tab(w))) ∼K w↓ ∼K word(tab(w↓)).

By Definition 4.13, (18) means fi(tab(w)) = tab(w↓), as desired.
(tab is a local isomorphism): Let G be a connected component of W[a,b]. We claim the re-
stricted map tab|G is an isomorphism onto some Bλ,[a,b]. To show injectivity, suppose
w,w′ ∈ G satisfy tab(w) = tab(w′). Then w ∼K w′ by Corollary 3.11, so w = w′ by
Lemma 4.18. To show surjectivity, suppose that for some w ∈ G and T ∈ Bλ,[a,b] there
is an edge tab(w)

i−→ T in Bλ,[a,b]. Then word(T ) = fi(word(tab(w))), and since w ∼K
word(tab(w)) by Theorem 3.10, Lemma 4.17 immediately shows that T = tab(fi(w)). Thus
tab|G is surjective, and this argument also shows that the inverse map tab|−1G on the ver-
tices is a pre-crystal graph homomorphism. Thus tab|G is a pre-crystal graph isomorphism
onto Bλ,[a,b], so tab is a local isomorphism. �

Corollary 4.20. Any connected component G ofW[a,b] has a unique source vertex v (i.e., a vertex
of highest-weight). Moreover, tab(v) = Tλ,[a,b] for some partition λ, and then G ∼= Bλ,[a,b].

Proof. By Proposition 4.19, tab restricts to a pre-crystal graph isomorphism G ∼= Bλ,[a,b] for
some λ. Now apply Theorem 4.15. �

One can see that Figure 1 agrees with Proposition 4.19, Lemma 4.17, and Corollary 4.20.

Definition 4.21. The Knuth crystal graph K[a,b] has vertices labelled by Knuth equiva-
lence classes of words on [a, b], with the weight of a class defined via representatives
(cwtK[a,b]

([w]K) := cwtW[a,b]
(w)). There is an edge C i−→ C ′ if for some choice of represen-

tatives C = [w]K and C ′ = [w′]K , we have w′ = fi(w). In other words, K[a,b] is the quotient
graphW[a,b]/ ∼K .

Since w ∼K w′ implies cwtW[a,b]
(w) = cwtW[a,b]

(w′), cwtK[a,b]
([w]K) is well-defined.

Proposition 4.22. The map
[−]K :W[a,b] → K[a,b]

that sends w 7→ [w]K is a local isomorphism. Thus, every connected component G of K[a,b] is
isomorphic to Bλ,[a,b] for some λ.

Proof. From the definition of K[a,b], [−]K is a pre-crystal graph homomorphism. Fix a con-
nected component G of W[a,b]. By Corollary 4.20, G has a unique source vertex v and
G ∼= Bλ,[a,b] where λ is the shape of tab(v). Lemma 4.18 shows [−]K |G is injective. Now,
suppose [u]K

i−→ [w]K is an edge in K[a,b] for some u ∈ G. By definition, there exists
u′ ∈ [u]K , w

′ ∈ [w]K such that u′ i−→ w′. By Lemma 4.17, fi(u) ∼K fi(u
′) = w′. Hence

fi(u) ∈ G and [fi(u)]K = [w′]K . This proves that [−]K |G is surjective onto the connected
component G of K[a,b] containing [v]K , and also shows that the inverse map ([−]K |G)−1 is a
pre-crystal graph homomorphism. Thus [−]K is a local isomorphism as desired.
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For the second sentence, given [w]K ∈ G, let Gw be the connected component of W[a,b]

containing w. Then Gw ∼= Bλ,[a,b] for some λ by Corollary 4.20, and the first sentence of the
lemma says Gw ∼= G. �

Corollary 4.23. The local isomorphism tab :W[a,b] →
⊕

λ Bλ,[a,b] descends to a pre-crystal graph
isomorphism

tab : K[a,b] →
⊕
λ

Bλ,[a,b].

Proof. Proposition 4.22 and Proposition 4.19 show that tab is a local isomorphism. It is
clearly surjective. Finally, Corollary 3.11 shows that different connected components of
K[a,b] map to distinct Bλ,[a,b], so tab is a pre-crystal graph isomorphism. �

4.2. Bicrystals of matrices. A matrixM ∈ Matm,n(Z≥0) is uniquely determined by row(M)
and col(M) (Definition 1.1). In isolation, we understand these two “halves” of the infor-
mation encoding M by Proposition 4.19. The connected components ofWm andWn con-
taining row(M) and col(M), respectively, are isomorphic to certain tableaux crystal graphs
Bλ,m and Bµ,n (in fact, λ = µ by Remark 3.15). This subsection is about the “bicrystal”
structure, due to [5, 30], on Matm,n(Z≥0) that intermingles the two “halves”.

Definition 4.24. LetM = [mi,j] ∈ Matm,n(Z≥0), and let (i+1, b) and (i, a) be the coordinates
of the entries of M yielding the letters of row(M) altered by ei and fi respectively. The row
crystal raising operator erow

i sendsM to the matrix erow
i (M) obtained by subtracting one from

mi+1,b and adding one to mi,b. Similarly, the row crystal lowering operator f row
i sends M to

the matrix f row
i (M) obtained by subtracting one frommi,a and adding one tomi+1,a. When

ei(row(M)) = ∅ or fi(row(M)) = ∅, we define the corresponding row bicrystal operators
to output the special symbol ∅ instead of a matrix. The column bicrystal operators ecol

j and
f col
j are defined analogously using col(M) (or using transposes: ecol

j (M) = (erow
j (M t))t and

f col
j (M) = (f row

j (M t)t)).

Definition 4.25. The matrix bicrystal graphMm,n is a pre-crystal graph with vertices M ∈
Matm,n(Z≥0) with weights

cwtMm,n(M) := (cwtWm(row(M)), cwtWn(col(M))) ∈ Zm+n.

There is an irow-labelled edge from M to M ′ if and only if M ′ = f row
i (M). There is a

jcol-labelled edge from M to M ′ if and only if M ′ = f col
j (M).

Definition 4.26. LetMrow
m,n andMcol

m,n to be the pre-crystal subgraphs ofMm,n using only
irow-labelled or jcol-labelled edges respectively. Set

cwtMrow
m,n

(M) := cwtWm(row(M)), cwtMcol
m,n

(M) := cwtWn(col(M)).

Example 4.27. Figure 3 depicts the connected componentH of
[
1 1 0
1 0 0
0 0 0

]
inMrow

3,3 . A red arrow
from M to M ′ indicates that M ′ = f row

1 (M) and a blue arrow indicates that M ′ = f row
2 (M).

Notice H ∼= B ,3 is a pre-crystal graph isomorphism, under the map M 7→ tab(row(M)).
This is an instance of Lemma 4.28 (below) combined with Proposition 4.19.

Lemma 4.28. The maps

row :Mrow
m,n →Wm and col :Mcol

m,n →Wn,

defined on vertices by M 7→ row(M) and M 7→ col(M) respectively are local isomorphisms.
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FIGURE 3. A connected componentH ofMrow
3,3

Proof. We prove that row is a local isomorphism; the argument for col is entirely analogous.
(row is a pre-crystal graph homomorphism): By definition, row is weight-preserving. Now,
the row bicrystal operators are defined such that row(f row

i (M)) = fi(row(M)). This means
that row preserves adjacency.
(row is a local isomorphism): Fix a connected component G of Mrow

m,n. Fix M0 ∈ G. We
must show row|G is an isomorphism onto the connected component H of Wm that con-
tains row(M0). To see injectivity, let M ∈ G be arbitrary. Since M0 and M are con-
nected by row bicrystal operations, it follows from the definitions that cwtWn(col(M)) =
cwtWn(col(M0)). Now, any matrix U ∈ Matm,n(Z≥0) is uniquely reconstructible from
row(U) and cwtWn(col(U)). Thus M is uniquely identified in G by its row word, so the
restriction row|G is injective. To show surjectivity, suppose there is an edge row(M)

i−→ w
in H. Then fi(row(M)) = w, so by the definition of the row bicrystal operators, w =
row(f row

i (M)). Thus row|G is surjective onto H, and this argument also shows that the in-
verse map row|−1G is a pre-crystal graph homomorphism. Hence, row|G is an isomorphism
ontoH and row is a local isomorphism. �

Given Lemma 4.28, one might expect a local isomorphismMm,n → Wm2Wn defined
by M 7→ (row(M)|col(M)). However, this map is not a pre-crystal graph homomorphism
(in general, f row

i (M) 67→ (fi(row(M)|col(M))). On the other hand, Proposition 4.31 shows
that we do obtain a local isomorphism when we replaceWm2Wn with the quotient graph
Km2Kn. To establish this result, we need the next two (known) lemmas. They can be
proved via careful but elementary analysis of the matrix bicrystal operators.

Lemma 4.29 ([30, Proposition 5.8]). Let M ∈ Matm,n(Z≥0). Then

col(erow
i (M)) ∼K col(M) ∼K col(f row

i (M)),

assuming erow
i (M) 6= ∅ and f row

i (M) 6= ∅ for the two equivalences respectively. Similarly,

row(ecol
j (M)) ∼K row(M) ∼K row(f col

j (M)),

assuming ecol
j (M) 6= ∅ and f col

j (M) 6= ∅ for the two equivalences respectively.
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Lemma 4.30 ([30, Lemma 1.4.7]). The row and column bicrystal operators onM ∈ Matm,n(Z≥0)
commute. That is, for all i and j,

f row
i (f col

j (M)) = f col
j (f row

i (M)), erow
i (ecol

j (M)) = ecol
j (erow

i (M))

erow
i (f col

j (M)) = f col
j (erow

i (M)), f row
i (ecol

j (M)) = ecol
j (f row

i (M)).

Proposition 4.31 below is essentially classical RSK, associating M ∈ Matm,n(Z≥0) to
pairs of Knuth equivalence classes (which can then be labelled uniquely with tableaux).
However, the local isomorphism reformulation will be convenient in the sequel.

Proposition 4.31. The map

biword :Mm,n → Km2Kn,

defined by M 7→ ( [row(M)]K | [col(M)]K ), is a local isomorphism.

Proof. (biword is a pre-crystal graph homomorphism): By definition, biword is a weight-preserving
map. It remains to check that it preserves adjacency. Suppose M irow

−→ M ′ is an edge in
Mm,n. By Lemma 4.29, [col(M)]K = [col(M ′)]K . By Lemma 4.28, row(M)

i−→ row(M ′) in
Wm. Therefore, by Definition 4.21, [row(M)]K

i−→ [row(M ′)]K in Km. Thus, biword(M)
irow

−→
biword(M ′) is an edge in Km2Kn. The argument for an edge M jcol

−→M ′ is similar.
(biword is a local isomorphism): Let G be a connected component ofMm,n. Fix M0 ∈ G.

We show biword|G is injective. Suppose M1,M2 ∈ G and biword(M1) = biword(M2). Fix a
path P1 from M0 to M1, and a path P2 from M0 to M2. By Lemma 4.30, we may assume
that P1 starts with a subpath from M0 to some M ′

1 lying entirely in Mrow
m,n followed by

a subpath from M ′
1 to M1 lying entirely in Mcol

m,n. Similarly, one defines M ′
2. Hence M ′

1

and M ′
2 both lie in the connected component of M0 inMrow

m,n. Moreover, by Lemma 4.29,
row(M ′

1) ∼K row(M1) and row(M ′
2) ∼K row(M2). Since row(M1) ∼K row(M2) by assump-

tion, we see that row(M ′
1) ∼K row(M ′

2) by transitivity. Thus, M ′
1 = M ′

2 by Lemma 4.28
and Lemma 4.18. Now, M1 and M2 both lie in the connected component of M ′

1 = M ′
2 in

Mcol
m,n. Since col(M1) ∼K col(M2) by assumption, Lemma 4.28 and Lemma 4.18 imply that

M1 = M2. Thus biword|G is injective.

To show surjectivity, suppose biword(M)
iKm−→ ([u]K |[col(M)]K) is an edge in Km2Kn for

some M ∈ G (the case biword(M)
jKn−→ ([row(M)]K |[v]K) is similar). Thus, there exists

an edge [row(M)]K
i−→ [u]K in Km. By Lemma 4.28, the connected component ofMrow

m,n

containing M is isomorphic to the connected component ofWm containing row(M) which
in turn is isomorphic, by Proposition 4.22, to the connected component of Km containing
[row(M)]K . From this, one sees there is an edgeM irow

−→M ′ inMm,n such that biword(M ′) =
([u]K |[col(M)]K). Thus biword|G is surjective onto the connected component H of Km2Kn
that contains biword(M0). It follows that biword|G : G → H is a bijection of vertices, and
this argument also shows that biword|−1G preserves adjacency, completing the proof. �

Proposition 4.31 encapsulates our claim from the introduction that the bicrystal oper-
ators on matrices are a “pull-back” of the crystal operators on words. We illustrate the
point with the commutative cube in Figure 4.
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M f row
i (M)

f col
j (M) f row

i (f col
j (M))

([u]K |[v]K) ([fi(u)]K |[v]K)

([u]K |[fj(v)]K) ([fi(u)]K |[fj(v)]K)

f col
j

f row
i

f row
i

f col
j

biword

biword

fKnj

biword

biword

fKnj

fKmi

fKmi

FIGURE 4. An illustration of Proposition 4.31, where u = row(M) and v = col(M).

5. FILTERINGS AND THE PROOF OF THEOREM 1.11

This section shows how the results of Section 4.1 generalize using the filterRSKI|J map,
leading to our proof of Theorem 1.11. As in (3), fix sequences of nonnegative integers

I = {0 = i0 < · · · < ir = m} and J = {0 = j0 < · · · < js = n}.

Definition 5.1. The I-filtered word crystal graph WI
m is the subgraph of Wm obtained by

deleting all edges labelled by elements i ∈ I.

Proposition 5.2. Let I be as in (3). The map filterI :WI
m →W[1,i1]2W[i1+1,i2]2 · · ·2W[ir−1+1,m],

defined on vertices by w 7→ filterI(w), is a local isomorphism.

Let us emphasize that filterI is not an isomorphism. For example, if m = 2 and I =
{0, 1, 2} then filterI(12) = filterI(21) = (1, 2).

Proof. (filterI is a pre-crystal graph homomorphism): By Definition 4.4,

cwtW[1,i1]
2···2W[ir−1+1,m]

(filterI(w)) = (cwtW[1,i1]
(w(1)), . . . , cwtW[ir−1+1,m]

(w(r))) = cwtWI
m

(w).

Hence filterI is weight-preserving.

Now we show that filterI preserves adjacency. Suppose w i−→ w′ is an edge in WI
m.

By definition, filterI(w
′) and filterI(w) agree in each component except the k-th, where

ik−1 + 1 ≤ i ≤ ik. In that component, w′(k) = fi(w
(k)). That is, w(k) i−→ w′(k) is an edge

inW[ik−1+1,ik]. Thus, by Definition 4.4, filterI(w)
i−→ filterI(w

′) is an edge in the Cartesian
product pre-crystal graphW[1,i1]2W[i1+1,i2]2 · · ·2W[ir−1+1,m], as required.

(filterI is a local isomorphism): Fix G a connected component of WI
m and w0 ∈ G. We need

to show that filterI restricts to an isomorphism G → G(1)2 · · ·2G(k), where G(k) is the con-
nected component ofW[ik−1+1,ik] containing w(k)

0 .

First we show that filterI|G is injective. Suppose filterI|G(u) = filterI|G(v) = (π(1), . . . , π(r))
for some u, v ∈ G. Both u and v are interweavings of the words π(1), . . . , π(r), i.e., the
letters appearing in π(t) are in the same order in both u and v, but in possibly different
positions. However, any sequence of crystal operations fi, ei (i 6∈ I) applied to u does not
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affect the set of positions of u that are occupied by [it−1 + 1, it]. Hence u and v cannot be
in the same connected component unless u = v.

For surjectivity, suppose filterI(w)
i−→ α is an edge inW[1,i1]2W[i1+1,i2]2 · · ·2W[ir−1+1,m]

for some w ∈ G, where i /∈ I. Suppose k is the unique index such that i ∈ [ik−1 + 1, ik].
Since bracketi(w) = bracketi(w

(k)), clearly filterI(fi(w)) = α.
Thus, the inverse map (filterI|G)−1 exists and preserves adjacency as required. �

Taking the quotient of WI
m by ∼K produces the I-filtered Knuth crystal graph KI

m. We
now show that filterI descends to a local isomorphism on these quotients.

Corollary 5.3. Let I be as in (3). The map

filterI : KI
m → K[1,i1]2 · · ·2K[ir−1+1,m],

defined on vertices using representatives ([w]K 7→ [filterI(w)]K), is a local isomorphism.

Proof. (filterI is well-defined): We need that w ∼K w′ implies filterI(w) ∼K filterI(w
′) (where

Knuth equivalence of filtered words is defined component-wise). The only elementary
Knuth moves (16), (17) on w that alter filterI(w) are those swapping two elements x, z ∈
[ik−1 + 1, ik] for some 1 ≤ k ≤ r. Such a move is of the form xzy ↔ zxy or yxz ↔ yzx for
y ∈ [ik−1 + 1, ik], and is therefore also an elementary Knuth move on w(k), as desired.

(filterI is a local isomorphism): Fix a connected component G of KI
m and a vertex σ0 in G.

Pick a representative w0 for σ0. G is isomorphic to the connected component G of WI
m

containing w0, by Proposition 4.22. The proof follows from the commuting diagram:

G G12G22 · · ·2Gr

G G12G22 · · ·2Gr

[−]K

filterI

filterI

∼= [−]K2[−]K2···2[−]K∼=

∼=

By Proposition 5.2, filterI|G is an isomorphism from G to the product graph G12G22 · · ·2Gr,
where Gk is the connected component of w(k)

0 in W[ik−1+1,ik]. By Proposition 4.22, tak-
ing Knuth equivalence classes of filtered words then gives a third isomorphism from
G12G22 · · ·2Gr to the quotient graph G12G22 · · ·2Gr in K[1,i1]2 · · ·2K[ir−1+1,m]. �

Definition 5.4. The (I|J)-filtered matrix bicrystal graphMI|J
m,n is the subgraph ofMm,n ob-

tained by deleting all edges irow with i ∈ I and jcol with j ∈ J.

Definition 5.5. An (I-filtered) partition-tuple is a sequence of partitions λ = (λ(1), . . . , λ(r)),
where each λ(k) has at most ik − ik−1 rows. An (I-filtered) tableau-tuple of shape λ is an
ordered sequence of tableaux T = (T (1), . . . , T (r)) with each T (k) ∈ SSYT(λ(k), [ik−1+1, ik]).

Definition 5.6. Let λ = (λ(1), . . . , λ(r)) be an I-filtered partition-tuple. The I-filtered tableau
crystal graph BI

λ,m is the Cartesian product Bλ(1),[1,i1]2Bλ(2),[i1+1,i2]2 · · ·2Bλ(r),[ir−1+1,m].

We can now show that the map filterRSKI|J of Definition 1.5 is a local isomorphism.
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Proposition 5.7. Let I and J be as in (3). Then the map

filterRSKI|J :MI|J
m,n →

⊕
λ,µ

(Bλ,m2Bµ,n),

given on vertices by mapping M 7→ filterRSKI|J(M), is a local isomorphism.

Proof. By Proposition 4.31, biword :Mm,n → Km2Kn is a local isomorphism. It follows im-
mediately (from the proof) that biword :MI|J

m,n → KI
m2KJ

n (defined the same on vertices) is
also a local isomorphism, since on both the domain and codomain we are simply deleting
all edges with labels in I or J.

We may then understand filterRSKI|J as a composition of the maps biword : MI|J
m,n →

KI
m2KJ

n, filterI : KI
m → K[1,i1]2K[i1+1,i2]2 · · ·2K[ir−1+1,m], and tab : K[a,b] →

⊕
λ Bλ,[a,b].

These three maps are local isomorphisms by the previous paragraph, Corollary 5.3, and
Corollary 4.23 respectively. Now apply Lemma 4.7, parts (II) and (III). �

Corollary 5.8. Any connected component G ofMI|J
m,n has a unique source vertex M (i.e., a vertex

of highest-weight). Moreover, filterRSKI|J(M) = (Tλ|Tµ) for some partition-tuples λ and µ, and
then G ∼= Bλ,m2Bµ,n.

Proof. By Proposition 5.7, filterRSK restricts to an isomorphism G ∼= Bλ,m2Bµ,n for some λ
and µ. Now apply Theorem 4.15 along with the fact that any source vertex in a Cartesian
product of graphs is given by a product of source vertices in each factor. �

Theorem 5.9 (Bicrystal categorification of Theorem 1.11). If X ⊆ Matm,n is LI|J-bicrystal
closed, then the monomials in Std<(S/I(X)) (interpreted as matrices) are vertices of an induced
pre-crystal subgraph SX ofMI|J

m,n. Now filterRSKI|J gives a pre-crystal graph isomorphism

(19) SX ∼=
⊕
λ|µ

(Bλ,m2Bµ,n)
⊕cX

λ|µ ,

where the sum is over all partition-tuples (λ|µ). The multiplicities cXλ|µ counts highest-weight
matrices M ∈ Std<(S/I(X)) of shape (λ|µ).

Proof. The first sentence is by the definition of X being LI|J-bicrystal closed. Any pre-
crystal graph is the disjoint union of its connected components; the hypothesis of being
LI|J-bicrystal closed says that a connected component G of SX is a connected component
ofMI|J

m,n. Therefore, we are done by Proposition 5.7, Lemma 4.7(I), and Corollary 5.8. �

Proof of Theorem 1.11: Section 2 and specifically Proposition 2.17 implies (8), since each
standard monomial m spans a weight space with weight wt(m) with respect to the alge-
braic torus action of T = (C?)m × (C?)n (see Section 2.3). Now, the result follows from
Theorem 5.9 combined with the hypothesis that X is LI|J-bicrystalline. Specifically, in that
theorem, the pre-crystal graph isomorphism is, by definition, weight-preserving. These
weights agree with wtT(m) and the weight of semistandard tableau in its contribution to
a Schur polynomial. Thus the equality in (9) follows from the isomorphism. �
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
0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0


•

•

•

FIGURE 5. The partial permutation matrix Mw for w = 61∞7 and its Rothe
diagram; the boxes of D(w) are shaded.

6. MAIN APPLICATION: MATRIX SCHUBERT VARIETIES

6.1. Matrix Schubert varieties. Let Bk ⊂ GLk denote the Borel group of lower triangular
matrices. Then B = Bm ×Bn acts on Matm,n on the right by (b1, b2) ·M = b−11 M(b−12 )T . We
recount the construction of all B-stable varieties in Matm,n due to Fulton [8].

Definition 6.1. A partial permutation matrix Mw ∈ Matm,n is a matrix with at most one 1
in each row and column and 0s everywhere else. The indexing partial permutation is a
function w : [m] → [n] ∪ {∞}, where w(i) = j ∈ [n] if Mw has a 1 in position (i, j) and
w(i) =∞ if Mw has no 1 in row i. The rank function for Mw is denoted rw : [m]× [n]→ Z≥0;
it maps (i, j) to the rank of the northwest i× j submatrix of Mw.

Theorem 6.2 ([8, Lemma 3.1]). Every B-orbit in Matm,n contains a unique Mw.

Definition-Theorem 6.3 ([8, Proposition 3.3]). The matrix Schubert variety Xw ⊆ Matm,n
is the Zariski closure of the orbit B ·Mw. Each Xw is irreducible.

The following immediate consequence of Definition-Theorem 6.3 is known:

Corollary 6.4. Any B-stable variety X ⊆ Matm,n is a finite union of matrix Schubert varieties.

Proof. There are only finitely many partial permutation matrices in Matm,n. Now apply
Theorem 6.2 and Definition-Theorem 6.3. �

In light of Corollary 6.4, we restrict our attention to matrix Schubert varieties Xw ⊆
Matm,n. Equations for these varieties were given in [8]. We recall the standard permuta-
tion combinatorics needed to describe them.

The graph of a partial permutation matrix Mw is an m × n grid with a • symbol in the
entries where Mw has a 1 and blank spaces elsewhere. The Rothe diagram of Mw, denoted
D(w), consists of all boxes in [m] × [n] not weakly below or right of a • in the graph of
Mw. The essential set E(w) of Mw is comprised of the maximally southeast boxes of each
connected component of D(w), i.e., E(w) = {(i, j) ∈ D(w) : (i, j + 1), (i+ 1, j) 6∈ D(w)}.
Definition 6.5. The Coxeter length of w is the size of its Rothe diagram, `(w) := #{D(w)}.
The row descent positions ofMw, denoted Descrow(w), consists of row indices i such that the
rightmost box in row i of D(w) is strictly right of the rightmost box in row i+ 1. Similarly,
the column descent positions of Mw is the set Desccol(w) of column indices j such that the
bottom-most box in row j of D(w) is strictly below the bottom-most box in row j + 1.

Remark 6.6. By [8, Equation 3.4], anyMw ∈ Matm,n is indexed by a unique permutationw ∈
Sm+n with `(w) = `(w). Indeed, Mw is the northwest m × n submatrix of the permutation
matrix in Matm+n,m+n with 1s in positions (i, w(i)) and 0s elsewhere. The definitions above
for partial permutation matrices agree with the corresponding definitions for the indexing
permutation w. In particular, Descrow(w) = Desc(w) and Desccol(w) = Desc(w−1).
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Example 6.7. Figure 5 depicts Mw and D(w) for w = 61∞7. Here, `(w) = 16, Descrow(w) =
{1, 3}whereas Desccol(w) = {5}. Referring to Remark 6.6, w = 61(10)7234589(11)(12)(13).

We now state a concrete description of matrix Schubert varieties. Make the identifica-
tion C[Matm,n] = C[zij : 1 ≤ i ≤ m, 1 ≤ j ≤ n] where zij is the (i, j)-coordinate function.

Theorem 6.8 ([8, Proposition 3.3]). Xw ⊂ Matm,n is the set of m× n matrices M such that the
rank of the northwest i× j submatrix of M has rank ≤ rw(i, j).

Let Z = (zij)1≤i≤m,1≤j≤n be the generic m × n matrix and set Zij to be the northwest i × j
submatrix of Z. Then the defining ideal of Xw ⊂ Matm,n is the Schubert determinantal ideal

(20) Iw := I(Xw) = 〈rank rw(i, j) + 1 minors of Zij , (i, j) ∈ E(w)〉.

This ideal is prime. Under this embedding Xw ⊆ Matm,n has codimension `(w).

By definition, each Xw is a B-variety. They are therefore also T-varieties by restriction.
The T-character of Xw (in the guise of the multigraded Hilbert series) has been extensively
studied in [17, 18]. Our point of departure from [8, 17, 18] begins by observing that each
Xw is also a LI|J-variety for appropriate choices of I and J.

Proposition 6.9. The matrix Schubert variety Xw is LI|J-stable with respect to the right action
(g, g′) · A = g−1A(g′−1)T whenever Descrow(w) ⊂ I and Desccol(w) ⊂ J.

Proof. By restriction, it is enough to show that L = LI|J acts on Xw in the case that

I = {0} ∪Descrow(w) ∪ {m} = {i0 < i1 < . . . < ir}

and
J = {0} ∪Desccol(w) ∪ {n} = {j0 < j1 < . . . < js}.

Let I ∈ L be the identity and A ∈ Matm,n. Of course, I · A = A; it is straightforward to
check that for (g, g′), (h, h′) ∈ L, (g, g′) · ((h, h′) ·A) = ((h, h′) · (g, g′)) ·A, so one has a right
action on Matm,n. Clearly this matrix-multiplication action is rational.

It remains to check that this action restricts to Xw. To see this, first fix 1 ≤ k ≤ r and let

(21) g = (Ii1−i0 , Ii2−i1 , . . . , g̃, . . . , Iir−ir−1),

be the block matrix where Ia is the a × a identity matrix and g̃ ∈ GLik−ik−1
. Let A ∈ Xw

and, for any (i, j), let A(i,j) denote the northwest i × j submatrix of A. By (20), if suffices
to show that, given e = (e1, e2) ∈ E(w), rank(g ·A)e ≤ rw(e1, e2). Indeed, if e1 ≤ ik−1, then
(g · A)e = Ae and the result follows. Thus, we may assume e1 > ik−1. Then

(g · A)e =

Iik−1
0 0

0 g̃−1 0
0 0 Iie1−ik

Ae := G̃Ae,

where G̃ is the indicated e1 × e1 block-diagonal matrix. Since G̃ has full rank,

rank((g · A)e) = rank
(
G̃Ae

)
≤ rank(Ae) ≤ rw(e1, e2),

as desired. Similarly, fix 1 ≤ k ≤ s and let

(22) g′ = (Ij1−j0 , . . . , g̃
′, . . . , Ijs−js−1),
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where g̃′ ∈ GLjk−jk−1
. If e2 ≤ jk−1, then (g′ · A)e = Ae and the result follows. Assume

jk−1 < e2 and let

G̃′ =

Ijk−1
0 0

0 (g̃′
−1

)T 0
0 0 Ije2−jk

 .
As before,

rank((g · A)e) = rank(AeG̃′) ≤ rank(Ae) ≤ rw(e1, e2).

Given (h, h′) ∈ L, h factorizes into a product of matrices of the form (21), and h′ factor-
izes into matrices of the form (22). Thus, the claim the right action restricts holds. �

As explained in Section 2.2 (see (13)), by Proposition 6.9, C[Xw] is a LI|J-representation
for any I ⊇ Descrow(w) and J ⊇ Desccol(w). We now check that Xw is LI|J-crystal closed in
order to apply Theorem 1.11 to compute the LI|J-character of C[Xw].

6.2. Standard monomials of Xw and proof of Theorem 1.14. Fix an antidiagonal term or-
der ≺ on S = C[z11, . . . , zmn], i.e., one that picks the antidiagonal term of a minor. One
example is pure lexicographic order obtained by setting zab � zcd if a < c, or a = c and
b > d. This is Knutson–Miller’s Gröbner basis theorem:

Theorem 6.10 ([17, Theorem B]). Fulton’s generators (20) for Iw form a Gröbner basis with
respect to ≺.

Any monomial m in the zij can be naturally identified with a nonnegative integer ma-
trix, via its exponent vector. Identifying m with the corresponding matrix, Theorem 6.10
describes the standard monomials of Xw in terms of matrices, as follows:

Corollary 6.11. m ∈ Std≺(S/Iw) if and only if for any Fulton generator g of Iw from (20), the
product of the entries of m along the main antidiagonal of g is 0.

The standard monomials of any B-stable variety X ⊂ Matm,n are described in terms
of the standard monomials of matrix Schubert varieties. This follows immediately from
work of Knutson on Frobenius splittings [16], although it is not explicitly stated there.1

Proposition 6.12 (cf. [16]). Let X ⊆ Matm,n be a B-stable variety. Write X =
⋃k
i=1Xw(i) as a

union of matrix Schubert varieties (by Corollary 6.4). Then the set of standard monomials for X,
with respect to ≺, is Std≺(X) =

⋃k
i=1 Std≺(S/Iw(i)).

Proof. Let I =
⋂k
i=1 Iw(i) be the ideal of X in S. By [16, Section 7.2], init≺(I) =

⋂k
i=1 init≺(Iw(i)).

The claim follows since, by definition, Std≺(X) = Std≺(S/I) are the monomials in init≺(I)c

taken with coefficient 1. �

We next prove Theorem 1.14 for the case X = Xw is a matrix Schubert variety.

Theorem 6.13. Let Xw ⊆ Matm,n where Descrow(w) ⊆ I and Desccol(w) ⊆ J. Then Xw is
LI|J-bicrystalline.

1See also [2] for Bertiger’s construction of a Gröbner basis for arbitrary B-stable varieties.
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Proof. By Proposition 6.9, Xw is LI|J-stable. It remains to show that Xw is LI|J-bicrystal
closed. We focus first on the I-filtered row operators erow

i and f row
i . Since erow

i and f row
i are

inverses whenever their outputs are not ∅ by Lemma 4.12, the LI|J-bicrystal closed claim
follows from the (slightly stronger) statement that if m 6∈ Std<(S/Iw) (identified with a
matrix in Matm,n(Z≥0)), then erow

i (m) 6∈ Std<(S/Iw) for all i and f row
i (m) 6∈ Std<(S/Iw) for

i 6∈ Descrow(w). We prove this latter statement.
Since m 6∈ Std<(S/Iw), by Corollary 6.11, there exists a Fulton generator g for Iw such

that the product of all entries of m along the antidiagonal Ag of g is nonzero. Let R ⊆ [m]
and C ⊆ [n] be the row and column indices, respectively, of the minor g.

First, we argue that erow
i (m) 6∈ Std<(S/Iw) by constructing a Fulton generator g′ for Iw

such that the product of all entries of erow
i (m) along Ag′ is positive.

Case e1: (i, i+ 1 6∈ R) Here, erow
i does not affect any of the entries of Ag in m. Take g′ = g.

Case e2: (i ∈ R, i + 1 6∈ R) All entries of Ag in erow
i (m) are only larger (by at most 1) in

comparison to the same entry in m, so we may again take g′ = g.

Case e3: (i 6∈ R, i + 1 ∈ R) If erow
i does not affect the entry of Ag in row i + 1, take g′ = g.

Otherwise, we may take g′ to be the minor defined by row indices R′ = (R \ {i+ 1})∪ {i}
and column indices C (which is also a Fulton generator for Iw by (20)).

Case e4: (i, i+1 ∈ R) Let b be as in Definition 4.24. Ifmi+1,b does not lie on the antidiagonal
Ag or mi+1,b ≥ 2, then we may take g′ = g. Otherwise, since we assume erow

i (m) 6= ∅, the
entry mi+1,b = 1 corresponds to an unmatched “(” in bracketi(row(m)). Let b′ be the first
column to the right of b in C, so (i, b′) ∈ Ag. None of the “)” in bracketi(row(m)) associated
to mi,b′ > 0 match with this aforementioned “(”. In particular, the leftmost “)” associated
to mi,b′ matches with a “(” associated to mi+1,c′ > 0 for some b < c′ < b′. Take g′ to be the
minor defined by row indices R and column indices C ′ = (C \ {b}) ∪ {c′} (which is also a
Fulton generator for Iw by (20)).

Similarly, we show that f row
i (m) 6∈ Std<(S/Iw) when i 6∈ Descrow(w) by constructing a

Fulton generator g′′ for Iw such that the product of entries of f row
i (m) along Ag′′ is positive.

Case f1: (i, i+ 1 6∈ R) Same argument as Case e1, take g′′ = g.

Case f2: (i ∈ R, i + 1 6∈ R) If f row
i does not affect the entry of Ag in row i, let g′′ = g.

Otherwise, let g′′ be the minor that uses the rows R′′ = (R \ {i}) ∪ {i+ 1} and columns C
(which is also a Fulton generator of Iw provided i 6∈ Descrow(w) by (20)).

Case f3: (i 6∈ R, i+ 1 ∈ R) Same argument as Case e2, take g′′ = g.

Case f4: (i, i + 1 ∈ R) We use left-right “flipped” version of Case e4. Let a be as in Defi-
nition 4.24. If mi,a does not lie on Ag or mi,a ≥ 2, then we may take g′′ = g. Otherwise,
since we assume f row

i (m) 6= ∅, the entry mi,a = 1 corresponds to an unmatched “)” in
bracketi(row(m)). Let a′ be the first column to the left of a in C, so (i+ 1, a′) ∈ Ag. None of
the “(” in bracketi(row(m)) associated to mi+1,a′ > 0 match with this aforementioned “)”.
In particular, the rightmost “(” associated to mi+1,a′ > 0 matches with a “)” associated to
mi,c′′ > 0 for some a′ < c′′ < a. Take g′′ to be the minor defined by row indices R and
column indices C ′′ = (C \ {a}) ∪ {c′′} (which is a Fulton generator of Iw by (20)).

The statements for f col
j and ecol

j hold by taking transposes of all matrices involved. �
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Proof of Theorem 1.14. Let X ⊆ Matm,n be B-stable. By Corollary 6.4, X =
⋃k
i=1 Xw(i) is a

union of matrix Schubert varieties. By Proposition 6.9, any LI|J satisfying the conditions
in the theorem statement acts on Xw(i) and hence on X. Furthermore, X is LI|J-bicrystal
closed by Proposition 6.12 combined with Theorem 6.13. �

7. FINAL REMARKS

Abusing notation, write an (I|J)-filtered partition-tuple (λ|µ) as a sequence of non-
negative integers (λ1, . . . , λm|µ1, . . . , µn) such that λi ≥ λi+1 if i /∈ I and µj ≥ µj+1 if j /∈ J.

Let us return to the basic case X = Matm,n. Here cλ|µ = c
Matm,n
λ|µ , as in Example 1.12. We

set the convention that if M = [mi,j] ∈ Matm,n(Z≥0), then mi,j = 0 if i > m or j > n. We
can characterize highest-weight matrices of shape (λ|µ) as follows:

Proposition 7.1. The coefficients cλ|µ count the number of M = [mi,j] ∈ Matm,n(Z≥0) that are
lattice points of the polytope Pλ|µ defined by the highest-weight conditions

n∑
k=j

mi+1,k ≤
n∑
k=j

mi,k+1 for all i /∈ I and j ∈ [n],(23)

m∑
k=i

mk,j+1 ≤
m∑
k=i

mk+1,j for all j /∈ J and i ∈ [m],(24)

the shape conditions
n∑
j=1

mi,j = λi for all i ∈ [m],(25)

m∑
i=1

mi,j = µj for all j ∈ [n],(26)

and the nonnegativity constraints mij ≥ 0 for all i ∈ [m], j ∈ [n].

Proof. M = [mi,j] ∈ Matm,n(Z≥0) has highest weight if erow
i (M) = 0 = ecol

j (M) for all i /∈ I
and j /∈ J. Writing out the parenthesis-matching rules for these matrix crystal operators
numerically expresses the highest-weight conditions as (23) and (24).

The highest weight matrices M are exactly those sent to some highest-weight tableau-
tuple by filterRSKI|J. The shape of a highest-weight matrix M is therefore uniquely deter-
mined by its weight, i.e., the collection of its row and column sums. Thus a highest-weight
matrix M has shape (λ|µ) if and only if it satisfies (25) and (26). �

Example 7.2 (Contingency tables). Let I = {0} ∪ [m] and J = {0} ∪ [n], so LI|J = T is the
(m+n)-torus acting on Matm,n. Then filterRSKI|J computes the T-character of C[Matm,n] by
mapping the exponent matrix M ∈ Matm,n(Z≥0) of each monomial to the exponent vector
cwtMm,n(M) of its torus weight. Here, there are no (I|J)-filtered crystal moves, so (23) and
(24) are trivial. Thus, (25) and (26) say cλ|µ counts contingency tables, i.e., M ∈ Matm,n(Z≥0)
whose ith row sums to λi and jth column sums to µj for all i ∈ [m] and j ∈ [n].

Example 7.3 (The classical Cauchy identity). Let I = {0,m} and J = {0, n}. Then filterRSKI|J
is the usual RSK map sending each M = [mi,j] ∈ Matm,n(Z≥0) to a tableau-pair (P |Q). Ap-
plying (23) with j = n, we see that mi+1,n = mi,n+1 for all i ∈ [m − 1]. But mi,n+1 = 0 for
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all such i since these entries lie entirely outside of M , so in fact mi+1,n = 0 for i ∈ [m− 1].
Similarly, applying (24) with i = m shows that mm,j+1 = 0 for all j ∈ [n − 1]. Iterating
this argument shows that mi+k,n+1−k = mn+1−k,j+k = 0 for all i ∈ [m− 1], j ∈ [n− 1], and
k ∈ Z≥0, so any matrix M satisfying (23) and (24) must be northwest-triangular.

Similar iterative arguments on the inequalities (or equivalently, in terms of brackets)
on the non-zero entries of M show that all entries on each antidiagonal must be equal.
In other words, the matrices satisfying the highest-weight conditions (23) and (24) are of

the form

[
a b c d e
b c d e 0
c d e 0 0
d e 0 0 0
e 0 0 0 0

]
. Now, it is easy to see that further imposing (25) and (26) shows that

cλ|µ = 1 if λ = µ and 0 otherwise, by Proposition 7.1. This recovers the classical Cauchy
identity (1) and proves Theorem 3.14.

Example 7.4 (A polytopal Littlewood–Richardson rule). Let I = {0, t,m} for some 0 < t <
m and let J = {0, n}. Write (λ|µ) = (λ(1), λ(2)|µ) for an (I|J)-filtered tableau-tuple. Then
cλ|µ is the Littlewood-Richardson coefficient cµ

λ(1),λ(2)
(for partitions of the right size). Thus,

Proposition 7.1 specializes to a polytopal rule for Littlewood–Richardson coefficients.

Proposition 7.1 extends to cXλ|µ where X ⊆ Matm,n is any LI|J-bicrystalline variety.

Proposition 7.5. Let X ⊆ Matm,n be LI|J-bicrystalline. Let Pλ|µ be the polytope in Proposi-
tion 7.1, and let PX be the set of lattice points corresponding to elements of Std<(S/I(X)). Then
cXλ|µ counts lattice points in PX

λ|µ = PX ∩ Pλ|µ.

Proof. By Theorem 1.11, filterRSKI|J computes the LI|J-character of X. By Proposition 7.1,
the coefficient cλ|µ = c

Matm,n
λ|µ counts the integer points in Pλ|µ. The desired coefficient cXλ|µ

counts only the points in this polytope corresponding elements of Std<(S/I(X)). �

Remark 7.6. Proposition 7.5 is not a polytopal rule for cXλ|µ, since the set PX is not generally a
polytope. However, if init<(I(X)) is squarefree, one can give a serviceable description of
PX as a union of polytopes using a prime decomposition of init<(I(X)). This case includes
all B-stable varieties by the description of their initial ideals given previously.

Example 7.7 (Classical determinantal varieties). Let I = {0,m} and J = {0, n}. Let Xk ⊆
Matm,n be the variety of rank≤ k matrices. It is known that a Gröbner basis for I(Xk) with
respect to antidiagonal term order consists of the k + 1-order minors of the generic m× n
matrix (this is an instance of Theorem 6.10). The same highest-weight and contingency
table conditions hold as in Example 7.3, but if k 6= m or k 6= n then there are also nontrivial
standard monomial conditions. The standard monomials of Xk correspond to matrices
with at least one 0 on each antidiagonal after the kth (where the first antidiagonal is the
northwest corner). Combining with the highest-weight and contingency table restrictions
from before yields this known Cauchy-type identity:

(27) χC[Xk] =
∑

λ,`(λ)≤k

sλ(x)sλ(y).
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[17] Knutson, Allen; Miller, Ezra. Gröbner geometry of Schubert polynomials. Ann. of Math. (2) 161 (2005),

no. 3, 1245–1318.
[18] Knutson, Allen; Miller, Ezra. Subword complexes in Coxeter groups. Adv. Math. 184 (2004), no. 1,

161–176.
[19] Knutson, Allen; Miller, Ezra; Yong, Alexander. Gröbner geometry of vertex decompositions and of
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